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Abstract

Recent approaches like fog computing or edge computing extend the concept of cloud
computing to the edge of the network. The resulting computing continuum comprises cloud
data centers, devices offering cloud-like services near the network edge, called fog nodes, and
end devices. Sensitive data stored or processed in the computing continuum is exposed to a
variety of threats, potentially compromising security and privacy.

FogProtect is a Horizon 2020 research and innovation project, running from 2020 until
2022. FogProtect aims at ensuring end-to-end data protection across the computing contin-
uum. To achieve this goal, FogProtect develops and combines increased management capa-
bilities to address key aspects of data protection in the computing continuum.

1 Introduction

The computing continuum (shown schematically in Figure 1) is the result of a recent trend in which
computing power is not only available in centralized cloud data centers, but also in decentralized
compute nodes called fog nodes. This way, end devices can offload their demanding computing
tasks to either a fog node or a cloud data center [3, 7]. Both of these options have their advantages
and disadvantages. Communication with a nearby fog node incurs low latency, but the computing
power of fog nodes is limited. In contrast, the cloud offers virtually unlimited computing power,
but with a considerable network latency. Depending on the application and the specific situation,
the available fog and cloud resources can be leveraged to find their optimal usage [2].
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Figure 1: The computing continuum

Processing or storing sensitive data in the computing continuum is associated with significant
risks. In particular, the handling of personal data must be compliant with the European General
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Data Protection Regulation [4]. Data protection is already challenging in the cloud [6]. The
additional use of fog nodes and end devices makes data protection even harder. On the one hand,
the characteristics of fog nodes and end devices, such as their physical vulnerability and mobility,
lead to new challenges. On the other hand, increasingly dynamic changes at the edge, such as
frequent connectivity changes, result in data protection risks that are hard to foresee and address
by design [5].

2 The FogProtect project

The EU Horizon 2020 project FogProtect aims at addressing these challenges and ensuring end-
to-end data protection across the computing continuum [1]. For this purpose, FogProtect devises
new approaches in multiple areas, including data-protection-aware adaptive service and resource
management, end-to-end security management, and run-time risk management. A central element
in the FogProtect approach is the use of automatic run-time adaptations to react to changes and
ensure the continued satisfaction of data protection requirements.

FogProtect uses formal methods and software engineering techniques in multiple areas. On
the one hand, formal models are used to capture the configuration of the computing continuum,
problematic configuration patterns, adaptation rules, and security policies. On the other hand,
several algorithms have to be elaborated for risk analysis, the analysis of the implications of
adaptations, or the search for the best adaptation in a given situation.
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Data protection legislation, like the General Data Protection Regulation
(GDPR) [1] of the European Union, makes the creation of privacy policies for
online services and websites difficult. Many aspects have to be considered when
compiling a privacy policy and some important requirements may be missed by
the policy author. We work on assistance for policy authors during the creation
of privacy policies, by providing them feedback on the privacy policy they are
creating.

For this feedback we formalize the privacy policies, as well as the require-
ments stipulated by regulations. We use these formalizations to find internal
conflicts in the policies as well as conflicts with regulations, which then can be
used to provide feedback to the author, before the policy is published. This
allows policy authors to make adjustments, resolving internal conflicts and im-
proving compliance with regulations.

In previous work [2] we performed a survey on 18 privacy policy languages,
considering the expressiveness of theses languages concerning data protection
regulations. The results of the survey showed four languages that were suitable
for expressing policies that comply with data protection regulations. For the
formalization we take a look at a language that was part of the survey, but was
not considered suitable at the time of creation of the survey, the Layered Policy
Language (LPL) by Gerl et al. [3]. LPL is under constant development and
thus now fulfils all requirements that were examined in the survey.

The Layered Policy Language aids the negotiation of privacy policies be-
tween the end-user and the service provider that collects the data from the
user. Policies written in this language also support the negotiation of policies
further down the data usage chain. Service providers can provide the policy
together with the data to data processors, so that these can follow the privacy
policy agreed up on with the user. This principle is known as Sticky Policies
[]. LPL provides many elements that are catered to the GDPR and thus is well
suitable for the usage in our formalization of policies and legislation.

We perform the formalization of LPL using proloﬂ Our formalization on
the one hand performs correctness checks according to the language definition,
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as well as checks for consistency between the elements of a policy. On the
other hand, the formalization of requirements stated in regulations allows the
implementation of compliance checks, which can inform the policy author about
any issues contained in the policy.

An example for the consistency checks are internal references between policy
elements. Some policy element may reference other elements inside the policy.
Here we can make sure that the referenced elements are of the correct type and
actually exist. Furthermore, we can check whether a combination of attributes,
provided for a policy element, is logically combinable or whether a conflict exists
between those attributes. The removal of inconsistencies in the policies also
improves the readability and, thus, makes it easier for end-users to understand
the policies.

As an example for compliance checks, we can take a look at data transfers
to countries outside the European Union. These transfers must fulfil certain
requirements to be compliant with the GDPR. Our formalization can check
whether all requirements are met. In case some information is missing, or the
transfer is not allowed at all, we can inform the policy author. The policy can
then be updated, by either providing the necessary information of removing the
third country transfer overall.
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Abstract

The protection of sensitive data is becoming increasingly more important. There are
already several options to protect data. However, these options differ greatly in their costs.
These costs can be monetary, or they can be a limitation of the system’s functionality. Much of
this sensitive data is located in distributed systems, such as cloud systems. It is particularly
difficult to protect the sensitive data there because the configuration of these systems is
continuously changing.

To solve this problem, we present the RADAR (Run-time Adaptations for DAta pRotection)
approach. This approach starts with the development time and protects the system during
runtime. By applying adaptations during runtime, RADAR can ensure that the data in a
distributed system is protected in the most efficient way at all times. In addition, RADAR
ensures that the adaptations that have the least possible negative impact on the costs and
functionality of the system are performed.

1 Introduction

Many software systems process, store, or transfer data that must be protected from unautho-
rized access. For example, personal data must be protected in compliance with applicable laws,
such as the General Data Protection Regulation (GDPR) of the European Union (EU) [1]. Also
non-personal data may require protection, e.g., in the case of trade secrets.

Data processing software is often deployed in the cloud [2]. Cloud platforms are associated with
special data protection risks, stemming from virtualization, multi-tenancy etc. [3]. The complex-
ity of cloud systems, including many different hardware and software components, services, and
different types of stakeholders, offers a large attack surface, thus making it especially challenging
to protect data stored and/or processed in the cloud [4]. Recent trends to distribute cloud-like
services to the network edge, often referred to as fog computing or edge computing, increase the
difficulties of data protection even further [5].

2 Overview

In order to challenge this problem, we present RADAR (Run-time Adaptations for DAta
pRotection), which builds on our previous research[6]. RADAR is a model-based approach to
automatically enforce data protection at run time in dynamic environments using adaptations.

As shown in Figure 1, RADAR is divided into two phases, the design time (upper part of the
figure) and the deployment / run time (lower part of the figure). At design time, three types of
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Figure 1: Overview of the RADAR approach

artefacts are created. The Meta Model, the Problematic Configuration Patterns (PCP) and the
Adaptation Rules. At deployment time a run-time model is instantiated, which is permanently
updated during run time. This run-time model is constantly checked for instances of PCPs. If at
least one instance of a PCP is found, a reconfiguration of the run-time model is initiated. During
reconfiguration, the system searches for adaptation sequences that allow the instances of PCPs
found to be mitigated. The found adaptation sequences are then examined for their influence
on functionalities and costs. The best adaptation sequence is the one that mitigates most of the
found PCP instances and has the least negative impact on functionality and costs. This adapta-
tion sequence is then applied to the run-time model.
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